
Addressing Bias in Artificial Intelligence in Health Care

Recent scrutiny of artificial intelligence (AI)–based facial
recognition software has renewed concerns about the un-
intendedeffectsofAIonsocialbiasandinequity.Academic
and government officials have raised concerns over racial
and gender bias in several AI-based technologies, includ-
ing internet search engines and algorithms to predict risk
ofcriminalbehavior.CompanieslikeIBMandMicrosofthave
made public commitments to “de-bias” their technologies,
whereas Amazon mounted a public campaign criticizing
such research. As AI applications gain traction in medicine,
cliniciansandhealthsystemleadershaveraisedsimilarcon-
cerns over automating and propagating existing biases.1

But is AI the problem? Or can it be part of the solution?
Whilepotentiallyinadvertentlycontributingtobias,AItech-
nologies, when used responsibly, may also help counteract
the risk of bias in unique ways. Using AI to identify bias in
health care may help identify interventions that could help
correct biased clinician decision-making and possibly re-
duce health disparities.

Statistical and Social Bias in AI
Statistical bias refers to an algorithm that produces a result
that differs from the true underlying estimate. Statistical
bias is common in predictive algorithms for many reasons,
including suboptimal sampling, measurement error in pre-
dictorvariables,andheterogeneityofeffects.Forexample,
the Framingham Study risk factors have been used for de-
cadestopredictriskofcardiovasculardisease.However,the
original Framingham Study sampled from an overwhelm-
ingly non-Hispanic white population. When applying the
Framingham Risk Score to populations with similar clinical
characteristics, the predicted risk of a cardiovascular event
was 20% lower for black individuals compared with white
individuals, indicating that the score may not adequately
capture risk factors for some minority groups.2

Social bias in health care refers to inequity in care de-
liverythatsystematically leadstosuboptimaloutcomesfor
a particular group. Social bias could be caused by a statis-
tically biased algorithm or by other human factors, includ-
ing implicit or explicit bias. For example, clinicians may in-
correctly discount the diagnosis of myocardial infarction in
olderwomenbecausethesepatientsaremorelikelytopre-
sent with atypical symptoms.3 An AI algorithm that learns
from historical electronic health record (EHR) data and ex-
istingpracticepatternsmaynotrecommendtestingforcar-
diac ischemia for an older woman, delaying potentially life-
saving treatment. Perhaps of more concern, clinicians may
be more likely to believe AI that reinforces current practice,
thus perpetuating implicit social biases.

WhyDoAIAlgorithmsAutomateandPerpetuateBias?
Artificial intelligence and machine learning are limited by
the quality of data on which they are trained. The gener-
alizability of AI algorithms across subgroups is critically de-
pendent on factors like representativeness of included

populations,missingdata,andoutliers.Generalizabilityand
representativeness are also important considerations
when interpreting randomized clinical trials.

However,theprocessbywhichthedataaregenerated
maybemoreimportantandparticulartoAI. IfAIalgorithms
use data that are generated through a biased process, then
theoutputmaybesimilarlybiased.This isasignificantchal-
lenge when using clinical data sources like EHRs, insurance
claims, or device readings because most of these data are
generated as a consequence of human decisions. An algo-
rithm to predict sepsis among patients in the emergency
department, for example, may learn to use a test order for
lactic acid to predict a poor outcome. However, the labo-
ratoryordermaybemorepredictiveofsurvivalthanthelac-
tic acid value.4 This is because a clinician is more likely to or-
der the test for patients at risk of poor outcomes like death.

Artificial intelligence is also likely to incorrectly es-
timate risks for patients with missing data in the EHR.
For example, among women with breast cancer, black
women had a lower likelihood of being tested for high-
risk germline mutations compared with white women,
despite carrying a similar risk of such mutations.5 Thus,
an AI algorithm that depends on genetic test results is
more likely to mischaracterize the risk of breast cancer
for black patients than white patients.

While all predictive models may automate bias,
AI may be unique in the extent to which bias is unrec-
ognized (Table). Normally, clinicians have a pretest prob-
abilityofanoutcomeandusetheresultsofadiagnostictest
to generate a posttest probability. However, clinicians may
have a propensity to trust suggestions from AI decision
support systems, which summarize large numbers of in-
puts into automated real-time predictions, while inadver-
tently discounting relevant information from nonauto-
mated systems—so-called automation complacency.6 For
example, an AI-based early warning system can interpret
changes in continuously monitored vital signs to alert an
intensivist of a patient’s impending clinical instability. How-
ever, AI-based decision support systems may produce a
questionable or incorrect prediction. Hypothetically, an in-
tensivist who is performing multiple concurrent tasks may
inadvertently accept incorrect AI predictions unless there
were obviously conflicting clinical information. This auto-
mation complacency could occur because AI predictions
are framed around the outcome of interest and thus may
be more salient to clinicians than an isolated test or labo-
ratory result. Dedicated clinician training on interpreting
AI outputs could ameliorate automation complacency.

Reducing Bias in AI
Although much of the discussion about AI and bias has
focused on its potential for harm, strategies exist to miti-
gate such bias. When applied correctly, AI may be an ef-
fective tool to help counteract bias, an intractable prob-
lem in medicine.
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First, AI decision support tools could be used to identify real-time
bias in physician decision-making. Many nonmedical factors affect phy-
sician decision-making; situations with high cognitive load, such as
decision-making at the end of a clinic day, are particularly prone to bias.
If rational AI predictions and clinician decision-making differ in these
situations, clinicians could be alerted in real time about decisions that
are at risk of bias. For example, an AI algorithm may flag a possibly ques-
tionable opioid prescription at the end of a primary care clinician’s day,
providinganeededcheckonthisdecision.Therearefledglingexamples
of using AI to identify disparities. When applied to unstructured data
from psychiatry notes, AI algorithms demonstrated greater documen-
tation of anxiety and chronic pain topics for white patients and psycho-
sis topics for black, Hispanic, and Asian patients. Alerting clinicians to
these disparities in documentation in real time could improve care of
patients by making implicit biases in their practice more salient.7

Second, because most AI bias is related to the data-generating
process, the primary solution may be to preferentially use unbi-
ased data sources. Uniform collection of large amounts of data on
all patients is now possible because of more routine use of nonin-
vasive monitoring. Examples of relatively unbiased, uniform data
sources include recorded vital sign data during surgical operations
or triage data collected from the first hour after emergency depart-
ment presentation, “upstream” of clinician judgments. Random-
ized trial data also could be used preferentially instead of observa-
tional data to support AI development, although it would be
important to access which patients had been enrolled in the clini-

cal trials. In many regards, the potential bias in AI is similar to con-
cerns raised in clinical trials, in that participants are often nonrep-
resentative of the general population.

Other steps could help facilitate addressing bias in health care
AI. For instance, existing standards, including the PROBAST tool to
assess risk of bias in prediction models, can aid algorithm develop-
ers in selecting representative training sets and appropriate predic-
tor variables.8 In addition, algorithm predictions and subsequent ac-
tions could be tracked continuously to help ensure that outputs are
not reinforcing existing social biases. Algorithm developers also could
use certain sensitivity checks, including creating simulated data sets
with high numbers of omitted variables and conducting counter-
factual simulations, to determine how robust predictions are to omit-
ted variable bias. For data sets that are necessarily collected after
clinician decisions, algorithm developers could seek to oversample
underrepresented populations to mitigate statistical bias.

Conclusions
Artificial intelligence is making its way into clinical practice. Be-
cause of its reliance on historical data, which are based on biased
data generation or clinical practices, AI can create or perpetuate bi-
ases that may worsen patient outcomes. However, by strategically
deploying AI and carefully selecting underlying data, algorithm de-
velopers can mitigate AI bias. Addressing bias could allow AI to reach
its fullest potential by helping to improve diagnosis and prediction
while protecting patients.
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Table. Artificial Intelligence Bias in Health Care

Example of Bias Type of Bias Potential Reasons for Bias Methods to Address Bias

Low sensitivity of Framingham
Risk Score in minority subgroups

Statistical Algorithm training sample
differs significantly from
the population of interest

Oversample minority subgroups
in training sample; tailor predictions
or scores for specific subgroups

Delayed diagnosis of lung cancer
in patients with low socioeconomic
status or who lack transportation
access to clinic

Social Underlying disparities
in diagnosis

Create flags for model uncertainty
in predictions for certain
high-risk subgroups

Missing data in electronic health
record–based data sets due to lack
of patient follow-up

Statistical
and social

Missing data Base predictions on “upstream”
data at presentation of illness,
not on subsequent follow-up data
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