
Perspective

MINIMAR (MINimum Information for Medical AI

Reporting): Developing reporting standards for artificial

intelligence in health care

Tina Hernandez-Boussard,1,2,3* Selen Bozkurt,1 John P.A. Ioannidis,1,4–6 and

Nigam H. Shah1,2

1Department of Medicine, Stanford University, Stanford, California, USA, 2Department of Biomedical Data Science, Stanford Uni-

versity, Stanford, California, USA, 3Department of Surgery, Stanford University, Stanford, California, USA, 4Department of Statis-

tics, Stanford University, Stanford, California, USA, and 5Meta-Research Innovation Center at Stanford, Stanford University,

Stanford, California, USA

Corresponding Author: Tina Hernandez-Boussard, PhD, Medicine (Biomedical Informatics), Stanford School of Medicine,

1265 Welch Road, #245, Stanford University, Stanford, CA 94306, USA; boussard@stanford.edu

Received 16 April 2020; Revised 24 April 2020; Editorial Decision 24 April 2020; Accepted 29 April 2020

ABSTRACT

The rise of digital data and computing power have contributed to significant advancements in artificial intelli-

gence (AI), leading to the use of classification and prediction models in health care to enhance clinical decision-

making for diagnosis, treatment and prognosis. However, such advances are limited by the lack of reporting

standards for the data used to develop those models, the model architecture, and the model evaluation and val-

idation processes. Here, we present MINIMAR (MINimum Information for Medical AI Reporting), a proposal de-

scribing the minimum information necessary to understand intended predictions, target populations, and hid-

den biases, and the ability to generalize these emerging technologies. We call for a standard to accurately and

responsibly report on AI in health care. This will facilitate the design and implementation of these models and

promote the development and use of associated clinical decision support tools, as well as manage concerns re-

garding accuracy and bias.
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INTRODUCTION

The rise of digital data and advances in computing power have con-

tributed to significant advancements in artificial intelligence (AI), in-

cluding machine learning (ML), for clinical decision support for

diagnosis, treatment, and prognosis.1,2 The literature suggests that

these methods may approach or exceed the performance of expert

clinicians, particularly in the fields of signal processing, image classi-

fication, and spotting medication errors.3–5 These advances bring

hopes for better personalized and value-based care. The healthcare

industry is becoming comfortable with AI-based solutions, which

are rapidly emerging at the point of care.

However, the influx of AI models into the healthcare setting

presents a fundamental shift in the use of data to guide clinical care

and treatment decisions. Up until now, most models have been fed

select input variables that were often handpicked by clinicians be-

cause they are known or suspected to have a valid clinical associa-

tion with the outcome of interest. There are currently over 250,000

publications based on these kind of clinical scoring systems.6 With
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the increasing use of machine learning, the machine decides what in-

put variables or features are important and related to the outcome

of interest. Therefore, the data used for training and the definition

of the task—be it classification or prediction—become more impor-

tant than the specifics of the machine learning algorithm.7 Detailed

knowledge of the data used to train the model (ie, the training data)

and the population those data represent—or often, does not repre-

sent—is essential to understanding the validity and generalizability

of the “AI solution.”

New reports suggest that biases hidden in the training data used

for model development could have negative consequences in certain

populations.8,9 It is clear that the performance of any AI model

broadly depends on its reliability and its ability to generalize to the

setting and population in which it is applied, rather than its perfor-

mance represented by the training and test data alone.10 However,

the characteristics of the data necessary to assess how these predic-

tive models perform are not being adequately reported in the litera-

ture,11 leaving uncertainty and doubt about the application in the

broader healthcare setting. An empirical evaluation of 81 studies

comparing AI models against clinicians showed major problems

with lack of transparency, bias, and unjustified claims, likely be-

cause key details about the studies were often missing.12

Given the fast-evolving pace of AI solutions in health care, regu-

lating them is complicated and global efforts are emerging to safely

and efficiently standardize this regulatory task. The current regula-

tory environment is developing rapidly, with regulatory leaders and

diverse stakeholders (eg, healthcare systems, clinicians, patients) de-

veloping a framework that both promotes innovation and ensures

safety, privacy, and good intent.13 There is a global consensus that

AI solutions must be fair and nondiscriminatory and that AI solu-

tions in health care should have a positive impact across all sectors

of social and economic life.2,14,15 However, through a lack of incen-

tives, restrictions around data sharing and data privacy, and the ac-

ceptance of stealth science in industry (eg, science that is not backed

by peer-reviewed evidence),16 we have created a healthcare environ-

ment that allows AI solutions to be disseminated and deployed at

point of care without understanding how the model was developed,

from what data was the model learned, and using what data was the

model deemed satisfactory for use.

Transparency is needed across 3 main categories: the population

from which the data were acquired; model design and development, in-

cluding training data; and model evaluation and validation. A lack of

transparency regarding the training data used for model development

directly affects the reproducibility, generalizability, and interpretability

of a proposed model. Indeed, our recent study showed an alarming

lack of transparency of ML models developed in research studies.11

Therefore, we need transparency in the reporting of the design, devel-

opment, evaluation, and validation of AI models in health care to

achieve and retain confidence and trust for all the stakeholders.

Minimal standards for reporting scientific information are com-

mon and have improved the standards of biomedical as well as clini-

cal research. From MIAME (Minimum Information About a

Microarray Experiment) for gene expression microarrays to

PRISMA (Preferred Reporting Items for Systematic Reviews and

Meta-Analyses) meta-analyses,17,18 reporting standards have

emerged from communities to promote replication, validation and

the use of secondary resources. These standards not only ensure

transparent reporting of findings, but also guide authors in prepar-

ing their manuscripts, and allow journals to critically evaluate and

appraise the findings, thus aiding the general interpretation of scien-

tific information.

Many standards comprise a short checklist of minimal informa-

tion required, such as the 25-item CONSORT (Consolidated Stand-

ards of Reporting Trials) statement for clinical trials, the 22-item

STROBE (Strengthening the Reporting of Observational Studies in

Epidemiology) checklist for observational studies, and the 33-item

SPIRIT (Standard Protocol Items: Recommendations and Interven-

tion Trials) checklist for interventional trials.19–21 Importantly, both

CONSORT and SPIRIT will be extending their checklists to include

guidelines for trials that include an ML or AI component.22 This

will complement a new initiative from TRIPOD, TRIPOD-ML

(Transparent Reporting of a Multivariable Prediction Model for In-

dividual Prognosis or Diagnosis for Machine Learning). Feeding

into these ongoing initiatives, we propose MINIMAR (MINimum

Information for Medical AI Reporting), as a starting point for a

broader community discussion. We believe that the adoption of such

a standard will help the dissemination of such algorithms across

healthcare systems and provide transparency to address potential

biases and unintended consequences. MINIMAR will also promote

external validation, encouraging the use of secondary resources.

GENERAL PRINCIPLES OF THE MINIMAR
DESIGN

As a starting point, such a standard should satisfy the following

requirements: (1) include information on the population providing

the training data, in terms of data sources, cohort selection; (2) in-

clude training data demographics in a way that enables a compari-

son with the population the model is applied to; (3) provide detailed

information about the model architecture and development so as to

interpret the intent of the model and compare it to similar models

and permit replication; and (4) transparently report model evalua-

tion, optimization, and validation to clarify how local model optimi-

zation can be achieved and enable replication and resource sharing

(Table 1).

The first requirement is related to the study population and set-

ting, including patient demographics and cohort selection. It is es-

sential to know the target population and how the training data

were derived from this target population. This includes the need to

understand the data that were used to develop (and train) the model,

including the target patient population, the study setting, and data

source, and how the final cohort was selected. These details provide

the information on the data that a model is trained to anticipate po-

tential biases and equity issues. As the second requirement, this

should include the detailed documentation of patient characteristics

and sensitive variables in the population, such as race and socioeco-

nomic status. For example, a model that predicts general maternal

mortality that is then applied to a black community must include a

significant proportion of black patients in the training data, as well

as risk factors applicable to them, such as sickle cell disease or high

blood pressure, in order to adequately predict outcomes in the black

community.25 Data transparency is essential to promote fair and eq-

uitable models.

The third requirement would serve to provide a detailed explana-

tion of the design and development of the AI or ML model in every

publication. To evaluate any AI solution, it is essential to know the

model task (ie, classification or prediction), the intended model out-

put (eg, risk score for 30-day mortality), and the model beneficiary,

if any. Currently, this is not widely done, which has led to important

misinterpretations of model outcomes. For example, a recent study

highlighted downstream bias in an ML model that was developed to
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Table 1. Reporting standards for 4 essential components of artificial intelligence solutions in health care

Features Description Example23 Example24

1. Study population and setting

Population Population from which study

sample was drawn

Patients undergoing elective

surgery

All patients

Study setting The setting in which the

study was conducted (eg,

academic medical left,

community healthcare sys-

tem, rural healthcare

clinic)

U.S. academic, tertiary care

hospital

2 U.S. academic medical lefts

Data source The source from which data

were collected

EHRs EHRs

Cohort selection Exclusion/inclusion criteria Adult patients; Patients were

excluded if they died dur-

ing hospitalization.

All admissions for adult

patients. Hospitalizations

of 24 h or longer.

2. Patient demographic characteristics

Age Age of patients included in

the study

Mean 58.34 y Median �56 y

Sex Sex breakdown of study co-

hort

Female: 73.0% Female 55.0%

Male: 27.0%

Race Race characteristics of

patients included in the

study

White: 69.0% Not provided

Black: 3.1%

Asian: 5.9%

Ethnicity Ethnicity breakdown of

patients included in the

study

Hispanic: 13.2% Not provided

Socioeconomic status A measure or proxy measure

of the socioeconomic sta-

tus of patients included in

the study

Private: 31.9% Not provided

Medicare: 47.8%

Medicaid: 11.7%

3. Model architecture

Model output The computed result of the

model

Postoperative pain scores In-hospital deaths, 30-day

unplanned readmission,

length of stay, discharge

status

Target user The indented user of the

model output (eg, clinician,

hospital management

team, insurance company)

Risks scores produced by the

model will be used by the

hospital team for pain

management

Predictions produced by the

model will be used by hos-

pitals for care management

Data splitting How data were split for

training, testing, and vali-

dation

10-fold cross-validation 80%/10%10% (train/valida-

tion/test)

Gold standard Labeled data used to train

and test the model

100 manually annotated clin-

ical notes and pain scores

recorded in EHR

Death, readmission and ICD

codes in EHRs

Model task Classification or prediction Prediction Prediction

Model architecture Algorithm type (eg, machine

learning, deep learning,

etc.)

ElasticNet regularized regres-

sion

Recurrent neural networks,

attention-based time-aware

neural network model, and

neural network

Features List of variables used in the

model and how they were

used in the model in terms

of categories or transfor-

mation

65 predictive features includ-

ing age, race, ethnicity,

sex, insurance type (as

public and private) and

preoperative pain (log

transformation was ap-

plied)

Provided in detail for all

models

Missingness How missingness was

addressed: reported, im-

puted, or corrected

Missing data were imputed

using median of the vari-

able distribution

Not provided

(continued)
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predict costs of care yet was implemented in the healthcare setting

to predict need of care.7 This misinterpretation resulted in allocating

more intensive care resources to patients who had higher reimburse-

ment rates, rather than to patients who had higher clinical need for

those resources. Other necessary model details, such as modeling

technique, feature selection, and the handling of missing values,

should be transparent to appropriately apply an AI model in health

care.

The fourth requirement is related to information on model evalu-

ation, including optimization and validation. Model evaluation

strategies should be defined in detail, in terms of data used for both

internal and external validation as well as the adopted approach

adopted for evaluation (eg, 5-fold cross-validation or 80/20 split).

The choice of validation metrics, such as sensitivity, specificity, posi-

tive predictive value, or area under the receiver-operating character-

istic curve, also needs to be defined. In addition, the overall model

performance metrics and the hyperparameters chosen for the final

best model optimizations should be reported. Finally, as part of

model evaluation, transparency is necessary for broad AI application

in health care in order to achieve and retain confidence and trust

from all the stakeholders. Indeed, recent studies show an alarming

difficulty in reproducing models developed in research studies and

suggest that even if the training data cannot be shared due to privacy

issues, the source code of the model should be shared publicly.26

Therefore, in order to demonstrate the provenance and authenticity

of the data and knowledge used to make decisions by AI models,

promoting access to training data and source code is crucial to en-

sure that ML in biomedicine can be broadly applied and generalized.

This is essential not only for choosing the best model for the given

setting, but also for the unbiased comparison of different models or

different settings.

DISCUSSION

Our goal is to set forth a standard for minimum information neces-

sary to understand intended predictions, target populations, and

hidden biases of an AI and ML clinical decision tool for both re-

search scientists and medical practitioners. To that end, we hope

that this description will stimulate discussion of the proposed MINI-

MAR standards and encourage the medical informatics community,

as well as the general research community, to provide us with their

views on how this standard can be improved.

Clearly, the consequences of making wrong or inaccurate classi-

fications or predictions in health care can be fatal. To address this,

we need clear reporting of the training data, the model architecture,

and evaluation and validation procedures. For that, we need report-

ing standards. Here, we start this conversation by proposing MINI-

MAR, the minimal information for medical AI reporting. We

believe it would be valuable if groups producing these studies would

strive for a level of transparency in their methods that supports the

reproducibility of results, in particular on different underlying popu-

lation representations. This information can help prioritize research

agendas and highlight populations underrepresented in this wave of

medical informatics. We call for a standard to accurately and re-

sponsibly report on AI in health care. This will facilitate the design

and implementation of these models and promote the development

and use of associated clinical decision support tools, as well as man-

aging concerns regarding accuracy and bias. In this era of data-

driven medicine, establishing minimum standards for developing

and reporting methodologies, sharing algorithms and tools, and

establishing other resources is essential to ensure transparency and

equity are at the forefront of AI-augmented health care. This is a

necessary step in a larger agenda that will help assess the ethics, reg-

ulation, and effectiveness of AI models in transforming health care.
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